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Challenges of assessment

based on deep learning

» Assessment on students’ essays
» Content evaluation (essay scoring)
» Author identfification

» Program assessment for active learning programs
(PBL etc.)

» Understanding students’ discussion
etc.
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Procedure of Proposed Method

1. Input each i-th text x; from dataset X into n GPT-based LLMs, and compute

n log likelihood log p; (x;), ..., log p,, (x;)

2. Input X into m BERT-based LLMs to obtain 768-dimensional vectors, followed

by dimensionality reduction to 2 dimensions using t-SNE

3. Input1and 2 into a feedforward neural network (FFNN) for classification
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Settings and Results

® Selection criteria of LLMs

» Log likelihood calculation : Four GPT-based LLMs

* Based on previous research[5] suggesting that more advanced GPT-based

models tend to use sophisticated vocabulary and syntax

» Embedding vector calculation : Four BERT-based LLMs

* Selecting four standard base version models Table 1 : Result
o Model Accuracy [%]
Result DetectGPT 70.48
> Bestaccuracy compared to prior research Roberta-HPPT S0l
CheckGPT 97.95
Proposed Model 98.49

[5]Yikang Liu et al., “ArguGPT: evaluating, understanding and identifying argumentative essays generated

by GPT models,” arXiv preprint, arXiv:2304.07666, 2023.
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Introduction | What is Automated Essay Scoring?

Automated Essay Scoring (AES) is a task that utilizes Natural Language Processing
(NLP) techniques to assign scores to essays written by students.

Essay Neural Network

“The novel written by s R o .
the author was —_ — [SCO re]
very....” e - % 0 :




Methodology

® We propose a novel rubric-aligned AES model using
triplet loss and dual-anchor triplet loss
® Triplet loss is a key technique in metric learning,
aiming to create an embedding space where similar
items are closer and dissimilar ones are farther
apart.

Since this essay has score three, the model will learn to structure the
essay’s embedding similarly to the corresponding rubric’s embedding.

Score 3: The response demonstrates an understanding of the complexities of the text.

® Addresses the demands of the question
Essay (p) / ® Uses expressed and implied information from the text
e e Clarifies and extends understanding beyond the literal
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Experiment Result | QWK Scores

Models Set1 Set2 Set3 Set4 Set5 Set6 Set7 Set8 Avg. | ~<Fanarilty
RZBERT [6] 0.817 0.719 0.698 0.845 0.841 0.847 0.839 0.744 0.794 X

NPCR [11] 0.856 0.750 0.756 0.851 0.847 0.858 0.838 0.779 0.817
GPT-4, zero-shot,
w/o rubrics [13]
GPT-4, zero-shot,
with rubrics [13]
GPT-4, few-shot,
with rubrics [13]
Fine-tuned
GPT-3.5 [13]
Holistic rubric
model

Multiple trait rubric
model _

0.042 0.402 0.281 0.557 0.366 0.502 0.081 0.419 0.331

0.072 0.300 0.366 0.627 0.523 0.345 0.110 0.407 0.344

0.741 0.618 0.704 0.859 0.796 0.848 0.727 0.614 0.738

X
0.280 0.338 0.331 0.784 0.623 0.728 0.257 0.454 0.474

0.810 0.710 0.735 0.836 0.822 0.836 - -
0.770
- - - - - 0.730 0.677
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Global PBL

Iy . | -
* Global PBL is a student-centered learning activity
program

* These programs often involve international and
interdisciplinary collaboration

* However, assessing these programs to facilitate
continuous improvement remains challenging.
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Our proposed model
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An analysis example:
for gPBL whose topic was environment eng.

e Interesting facts
and info

O:clearn energy

. O:zero

3:biomass emission
5:products l:env. in
Indonesia
6:traffic
2:waste { 2:waste-
1:space data/ electricity
air pollution = - conversion
4:policy \ * 3-waste
 landfil
company

‘1"—'1 Outlier
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